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Abstract
Among many data clustering approaches available today, mixed data set of numeric and category data 

poses a significant challenge due to difficulty of an appropriate choice and employment of 
distance/similarity functions for clustering and its verification. Unsupervised learning models for 

artificial neural network offers an alternate means for data clustering and analysis. The objective of this 
study is to highlight an approach and its associated considerations for mixed data set clustering with 

Adaptive Resonance Theory 2 (ART-2) artificial neural network model and subsequent validation of the 
clusters with dimensionality reduction using Autoencoder neural network model.
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Data mining application and processes utilize cluster 
analysis very widely to partition large data sets and to 
discern useful information, in terms of patterns which 
subsequently find use in many areas of analysis and 
decision making. Cluster analysis or clustering is used in 
many domains and industries and currently many 
different techniques are available to perform clustering 
of data.

Conventional clustering methods, algorithms and 
measures available today are more focused on 
clustering of data based on one type of predominant 
data attribute, which typically is either numerical or 
categorical. However, in real life scenarios, there exists a 
vast number of data sets which are essentially mixed 
data sets of numerical and categorical data. The primary 
challenge to clustering of mixed data sets is the 
presence of many data attributes of numeric and 
categorical data types and the need to consider these 
attributes together to arrive at a meaningful separation 
of data.

Another aspect of many current clustering methods is 
the requirement for a distance/similarity measure that is 
essentially used in the clustering process. In a mixed 
data sets, while the numeric attributes exhibit 
continuous characteristics, the category attributes 
display a discontinuous and unordered behaviour. To 
handle this challenge, typically, for numeric portion of 
the data set a distance measure is used and for the 

categorical portion a similarity measure. While this is a 
viable approach, this has the potential to distort the date 
element evaluation process.

Another approach to address mixed data set is to 
transform the entire dataset into a completely numeric 
data set with some standard/custom transformation 
method(s) and use the final transformed dataset as the 
target dataset. This also has the potential to distort the 
data characteristics.

While there are quite a few techniques to cluster mixed 
data sets with use of standard clustering algorithms and 
distance/similarity measures e.g. with employment of 
Gower Coefficient [1] alongside k-mean based 
algorithms, in this paper an approach is discussed 
towards clustering of mixed dataset based on 
unsupervised learning of artificial neural networks.

In this paper, unsupervised learning of an ART-2 
(Adaptive Resonance Theory 2) [2] network has been 
employed to classify a mixed dataset of a selected NSE 
Nifty stock data at different fidelity and post 
classification and cluster identification the 
dimensionality of the mixed dataset has been reduced 
with an Autoencoder [3] network for visual 
representation and intuitive validation of clusters. The 
data and the representation are presented and 
described and from the visual representation of the 
clusters inferences have been derived and presented.

Introduction



A mixed dataset is a collection of data points where each 
data point have at least one or more attributes belonging 
to different statistical data types. Though data types in 
any combination in any data point vector may constitute 
a mixed dataset, however in practice most mixed 
datasets constitute of numerical and category data. The 
dataset(s) used in this paper is described below.

Challenges of clustering a mixed dataset are many and 
the below dataset being a mixed dataset, it is difficult to 
select and determine an appropriate distance function to 
use directly with the dataset (though there are some 
distance functions available for mixed dataset [1]) as 
distance functions typically tend to be more appropriate 
for specific datasets and generalization to other 
datasets becomes more difficult. In addition, centroid 
based clustering methods give better results if the initial 
number of cluster centers are appropriately chosen and 
the estimate of initial number of clusters are 
approximately known [11]. Density based clustering 
methods on the other hand have some notion of density 
e.g. in DBSCAN in takes the shape of ε parameter, the
radius from each core point and minPts, the minimum
number of points required in the neighborhood. This, for
some datasets, which have large density variation
become difficult to determine and as the number of
dimensions increase, the difficulty becomes more
pronounced.

In addition, the dataset being drawn from the stock 
market will tend to exhibit some random walk as is 
inherent in all market driven data, which makes the 
attempt to cluster the dataset little more difficult. The 
below dataset then provides for a good case of a mixed 
dataset that has an element randomness and noise 
associated with it and would provide a good proving 
ground for ART-2 based clustering attempt.

Dataset Description &
Clustering Challenges

In technical analysis of stock/securities signals are often 
derived from comparing one trade day's price points 
(open, high, low and close) with the preceding trade 
day's price points. Signals for trading (buy, sell or 
hold) are derived with these signals as inputs into the 
security analysis process among other things. Technical 
analysts and traders for example place importance in 
metrics like higher highs, higher lows, lower highs and 
lower lows [4]. The dataset under consideration is 
derived from daily open, high, low and close stock 
price of a selected stock from NSE Nifty 50 index. 
Each data vector in the dataset consists of nineteen 
(19) components derived from comparison of two
consecutive trade day's open, high, low and close
prices.

The absolute values of the comparisons constitute the 
numerical data attributes of a data vector and their 
corresponding signs or directions (+ve or -ve/up or 
down) constitute the categorical part of a data vector. 
The absolute values are taken as is where as the 
directional components are expressed as either 
'0' (+ve/up) or '1' (-ve/down)1. The vector attributes are 
detailed below in Table 1 - Dataset DescriptionIt is 
evident from the dataset that each data point vector is 
a mixed attribute set of numeric and categorical data, to 
cluster this dataset successfully, the current popular 
clustering algorithms e.g. k-mean (centroid based) and 
DBSCAN (density based)2 would require either an 
appropriate distance function (for k-mean based 
algorithms) or density definition e.g. ε radius and 
minimum points (for DBSCAN).

1 Though the direction/+ve or -ve sign derived from the 
comparison is expressed as an integer, it is nonetheless 
treated as a distinct category attribute and is not considered 
as numerical attribute. The integers '0' and '1' merely serve as 
labels which can be processed as part of a pattern by artificial 
neural networks

2 k-mean based algorithms and DBSCAN are mentioned here 
since they are very popular, powerful, well understood and 
widely used algorithms

http://www.happiestminds.com/Insights/security-analytics/


Attribute Name Derivation DescriptionVector
Position

Data
Type

RANGE_COMPARE_PREVIOUS ABS(((HP-LP)-(HC-LC))/ (HP-LP)) Numerical0 Absolute value of range (high price-low price) 
comparison of a trade day to its preceding trade day

RANGE_COMPARE_PREVIOUS_SIGN

OPEN_COMPARE_PREVIOUS

The corresponding sign/direction
of the above

Categorical

Numerical

Categorical

Numerical

Categorical

Numerical

Categorical

Numerical

Categorical

Numerical

Categorical

Numerical

Categorical

Numerical

Categorical

Numerical

Categorical

Categorical

1
The sign/direction of the comparison expressed in 
either '0' (+ve) or '1' (-ve) label

ABS((OP-OC)/OP)2
Absolute value of open price comparison of a trade 
day to its preceding trade day

OPEN_COMPARE_PREVIOUS_SIGN The corresponding sign/direction
of the above3

The sign/direction of the comparison expressed in 
either '0' (+ve) or '1' (-ve) label

HIGH_COMPARE_PREVIOUS ABS((HP-HC)/HP)4
Absolute value of range (high price-low price) 
comparison of a trade day to its preceding trade day

Absolute value of range (high price-low price) 
comparison of a trade day to its preceding trade day

HIGH_COMPARE_PREVIOUS_SIGN

LOW_COMPARE_PREVIOUS

The corresponding sign/direction
of the above5

The sign/direction of the comparison expressed in 
either '0' (+ve) or '1' (-ve) label

ABS((LP-LC)/LP)6

LOW_COMPARE_PREVIOUS_SIGN The corresponding sign/direction
of the above7

The sign/direction of the comparison expressed in 
either '0' (+ve) or '1' (-ve) label

CLOSE_COMPARE_PREVIOUS ABS((CP-CC)/CP)8
Absolute value of range (high price-low price) 
comparison of a trade day to its preceding trade day

Absolute value of range (high price-low price) 
comparison of a trade day to its preceding trade day

CLOSE_COMPARE_PREVIOUS_SIGN

CLOSE_TO_OPEN_PREVIOUS

The corresponding sign/direction
of the above9

The sign/direction of the comparison expressed in 
either '0' (+ve) or '1' (-ve) label

ABS((CC-OP)/OP)10

CLOSE_TO_OPEN_PREVIOUS_SIGN The corresponding sign/direction
of the above11

The sign/direction of the comparison expressed in 
either '0' (+ve) or '1' (-ve) label

CLOSE_TO_OPEN_CURRENT ABS((CC-OC)/CC)12
Comparison of difference between close price and 
open price w.r.t. close price of a trade day

CLOSE_TO_OPEN_CURRENT_SIGN

HIGH_TO_CLOSE_CURRENT

The corresponding sign/direction
of the above13

The sign/direction of the comparison expressed in 
either '0' (+ve) or '1' (-ve) label

ABS((HC-CC)/(HC-LC))14
Comparison of difference between high price and 
close price w.r.t. range (high-low) of a trade day

HIGH_TO_CLOSE_CURRENT_SIGN The corresponding sign/direction
of the above15

The sign/direction of the comparison expressed in 
either '0' (+ve) or '1' (-ve) label

CLOSE_TO_LOW_CURRENT ABS((CC-LC)/(HC-LC))16
Comparison of difference between close price and 
low price w.r.t. range (high-low) of a trade day

CLOSE_TO_LOW_CURRENT_SIGN

BLACK

The corresponding sign/direction
of the above17

The sign/direction of the comparison expressed in 
either '0' (+ve) or '1' (-ve) label

The colour of the candlestick18
The colour of the candle on a candlestick graph for a 
trade day expressed as '0' - if the candle is not black 
or '1' - if the candle is black

Legend: OC - Current day's open price | OP - Previous day's open price | HC - Current day's high price | HP - Previous day's high price | LC - Current day's low price
LP - Previous day's low price | CC - Current day's close price | CP - Previous day's close price

In the above dataset description, the category variables are expressed as simple sign/direction of up/down; however, this has been done merely to simplify the dataset to 
illustrate the clustering process, in real life many more categories could be defined on the numeric variables viz. up, down, no change, sideways, up with strong bias, down with 
strong bias, sideways with weak bias etc.

Table 1 - Dataset Description

An example is provided below with data
of two consecutive trade day for
Cipla Ltd. (ISIN - INE059A01026)

Date - 09/01/2012

Date - 10/01/2012

Open - 335.45 High - 346.5 Low - 333.25 Close - 344.65

Open - 345 High - 349.2 Low - 343.5 Close - 345.8

RANGE_COMPARE_PREVIOUS - 0.569811321
RANGE_COMPARE_PREVIOUS_SIGN - 1
OPEN_COMPARE_PREVIOUS - 0.02846922
OPEN_COMPARE_PREVIOUS_SIGN - 0
CLOSE_TO_OPEN_CURRENT - 0.002313476
CLOSE_TO_OPEN_CURRENT_SIGN - 0

HIGH_COMPARE_PREVIOUS - 0.007792208
HIGH_COMPARE_PREVIOUS_SIGN - 0
LOW_COMPARE_PREVIOUS - 0.030757689
LOW_COMPARE_PREVIOUS_SIGN - 0
HIGH_TO_CLOSE_CURRENT - 0.596491228
HIGH_TO_CLOSE_CURRENT_SIGN - 0

CLOSE_COMPARE_PREVIOUS - 0.003336718
CLOSE_COMPARE_PREVIOUS_SIGN - 0
CLOSE_TO_OPEN_PREVIOUS - 0.030854077
CLOSE_TO_OPEN_PREVIOUS_SIGN - 0
CLOSE_TO_LOW_CURRENT - 0.403508772
CLOSE_TO_LOW_CURRENT_SIGN - 0 BLACK - 0



ART (Adaptive Resonance Theory)/ART-2 neural network models work on the principal that identification 
of objects/vectors into classes occur from two sources of information viz. top down retained knowledge 
(long term memory)and expectation and bottom up inputs and information (short term memory). The 
comparison of the long term and short term memory brings forward a classification or categorization of 
data vectors. As long as this comparison does not exceed a defined threshold (termed as Vigilance 
Parameter) the input is considered member of a defined class in long term memory. However, if the 
comparison exceeds the Vigilance Parameter, the object/vector is considered to be of a class that has not 
been encountered previously and the vector properties are learnt into the long term memory. By having 
the concept of a long and short term memory, ART family of networks can retain knowledge over time 
and increase the knowledge base. ART family networks offer a framework to retain old knowledge while 
gaining new knowledge i.e. it addresses the plasticity/stability problem faced in learning systems [6].

The primary difference between the ART-1 model and ART-2 model is that ART-1 model could handle 
only binary inputs, whereas ART-2 has been extended out of ART-1 to support continuous inputs.

ART/ART-2 Neural Network Model

Basic Structure of ART Networks

The basic structure of an ART family (ATR-1/ART-2/ART-2A/ART-3) of network is provided above (Figure 1 - Basic ART 
Network Structure), it consists of two primary subsystem termed as "Attention Subsystem" and "Orientation 
Subsystem". The attention subsystem represent the Long Term Memory (LTM) and Short Term Memory (STM) of the 
system, which is essentially used to classify inputs. The purpose of orientation subsystem is to stabilize the processing 
in STM and for learning in LTM. [5]

The attention subsystem consists of two independent neural networks (N1 and N2), where the networks themselves 
may contain multiple layers of neurons. N1 and N2 are connected to each other with feed forward and feedback 
connections containing weights. These weights on the connections between N1 and N2 constitute the LTM of the ART 
network. The short term memory on the other hand are the weights of the individual neurons and the pattern of activity 
that is generated in the N1 and N2 neural networks as input is processed. [5]

The N1 network receives signal from three sources, the input vector (the bottom up signal), N2 (the top down signal) 
and the gain control signal. At any point two out of the three inputs must be active for N1 to generate activity. [5]

+

+
+

+
+

+
+

-

+
Reset

Input

N2

N1

Attention Subsystem Orienting Subsystem

Gain (neuron)

Feed forward loop

Feedback loop

Orientation
& vigilance

Excitation Signal+
Inhibition Signal-

Figure 1 - Basic ART Network Structure [5]



An input signal (IN) is provided to the network, 
which generates a STM pattern (STM1) in the 
N1 neural network which inhibits the 
orientation subsystem (OR) and generates an 
out signal to the N2 neural network. As a result 
of the signal to the N2 another STM pattern 
(STM2) is generated in the N2 neural network

ART Network Vector Classification process
In an ART network the classification process for a data vector happens as follows:
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The STM pattern generated at N2 (STM2) 
generates a feedback top down signal back to 
N1 which acts as a prototype pattern for N1. If 
the prototype pattern matches input (IN) then 
the input us classified as a member of an 
already known class and a new STM activity 
(STM3) is generated at N1 which decreases the 
total inhibition from N1 to the orientation 
subsystem (OR)

An input signal (IN) is provided to the network, 
which generates a STM pattern (STM1) in the 
N1 neural network which inhibits the 
orientation subsystem (OR) and generates an 
out signal to the N2 neural network. As a result 
of the signal to the N2 another STM pattern 
(STM2) is generated in the N2 neural network

The STM pattern generated at N2 (STM2) 
generates a feedback top down signal back to 
N1 which acts as a prototype pattern for N1. If 
the prototype pattern matches input (IN) then 
the input us classified as a member of an 
already known class and a new STM activity 
(STM3) is generated at N1 which decreases the 
total inhibition from N1 to the orientation 
subsystem (OR)

A B

C D

(Adapted from Carpenter et al., 1991 [2] and David Weenink, 1997 [5], refer references section)

Figure 2 - ART Network Classification Process



For the purpose of classification of the dataset mentioned above, trading 
prices of Cipla Ltd. has been considered from 26th October 2010 to 11th 
December 2015, in this interval Cipla stock has not undergone any split or 
bonus (last bonus on 11th February 2006 and last split on 23rd March 
2004), as any split or bonus in the interim period would have required an 
extra step of adjusting the trade prices for split and bonus.

The Open, High, Low and Close prices for the stock was collected from NSE 
[http://nseindia.com/products/content/equities/equities/eq_security.htm]
. The data for the date range has been split into two portions one of 300 
data points, 'Dataset A' (26/10/2010 to 07/01/2012) and another of 974 
data points, 'Dataset B' (09/01/2012 to 11/12/2015)

Dataset A has been used to identify clusters and to train the Autoencoder 
for dimensionality reduction. For an ART-2 network there is no difference 
between a training and a classification set as the network is adaptive, it 
learns while classifying data points and discovers new clusters/classes as it 
classifies more and more data points. For an Autoencoder, however, a 
dataset is needed for training and Dataset A was also used for this purpose.

For clustering, the ART-2 network implementation in Java of PWR-APW 
open source library has been used [7]. The dataset A was classified at three 
(3) fidelity levels with different Vigilance Parameter (ρ) values set on the
ART-2 implementation. Each data element was individually classified with
an output result of an integer, designating the cluster the data point has
been classified to. This cluster identifier was associated with each data
point.

Post classification of Dataset A with ART-2 network, an implementation of 
Autoencoder [3] with Encog Machine Learning Framework [8] has been 
used on Dataset A to reduce the dimension of the 19 element data point 
vectors to 2 element representation. Dataset A served as the training 
dataset for the Autoencoder.

After Dataset A was classified, the same ART-2 classifier as used to classify 
Dataset B and the cluster identifiers thus obtained were associated with 
the corresponding elements of Dataset B. Further to this the Autoencoder 
trained above was used to reduce the dimensionality of Dataset B and the 
dataset was plotted with the reduced dimension.

Post the processing detailed above, the plots for clustered Dataset A data 
points, in 3 fidelity levels, was plotted for an intuitive understanding of the 
clusters and the impact of Vigilance Parameter on the clustering process. 
The Dataset B clustered data points were plotted to make an intuitive 
validation of the clusters by looking at the cluster stability across the two 
datasets; the above results are presented, observation made and 
inferences drawn in Results, Observations & Inferences section.

Data Clustering
Process with
ART-2 Network



Autoencoders are a family of neural network 
models/architecture which is focused towards 
transformation of a specific representation of a dataset 
(e.g. raw high dimensional data) into another 
representation (e.g. low dimensional representation). 
The input to an Autoencoder is transformed to an 
intermediate representation, termed as a code and this 
code in turn is decoded and provided back as the output. 
The transformation process of an Autoencoder is not 
linear but non-linear and the transformation of the 
intermediate code to its final output representation with 
the decoder is more of a predictive behaviour than a 
simple linear transformation.

The primary motivation behind Autoencoders is to 
produce a low dimensional representation of a high 
dimensional data space. There are many methods 
available for reduction of dimensionality of data and one 
popular method is Principal Component Analysis (PCA) 
[13]. PCA attempts to find the vector components that 
account for most variability in a dataset and thus provide 
a reduced set of vector components. However, PCA is 
more suited for numerical datasets than categorical 
datasets or mixed dataset. Another recent and emerging 
method towards determining significant variation 
providing vector component is Factor Analysis of Mixed 
data (FAMD) [14], however, FDMA is in active research 
phase of development.

The current dimensionality methods, however, focus on 
finding significant components of the data vector that 
provide for maximum variability in a dataset and partially 
discount the other dimensions, which may leads to a 
higher dimensional dataset for visualization (e.g. 
reduction of dimension from 19 to 10) and loss of certain 
amount of information. Autoencoders, however, try to 

encode and decode the entire dataset at a particular 
intermediate dimension (e.g. reducing 19 dimensions 
into 2 dimensions), which also has a drawback of 
introducing some error into the encoding/decoding 
process. However, the ability of Autoencoders to reduce 
higher dimensional datasets to lower dimensional 
datasets is quite convenient for visualization and other 
analysis.

Another aspect of Autoencoders is the ability to map and 
represent non-linear relationships in data. On the other 
hand, many of the current methods, PCA for example 
focus more on linear relationships. Autoencoders by 
leveraging non-linear transfer functions e.g. Sigmoid or 
other functions can capture non-linear relationships and 
reduce the dataset in a non-linear fashion. 
Autoencoders with linear transfer functions replicate the 
behaviour of PCA.

Figure 3 - Basic Autoencoder Structure, provides a 
simple view of an Autoencoder, which is a three layer 
neural network where the input and output layers 
contain equal number of neurons representing each 
dimension of a data vector (n). The middle (hidden) layer 
contains the number of neurons to which the data vector 
needs to be reduced (m), where m < n. The input to the 
input layer is encoded as activations of the middle layer 
and the activations are in turn decoded to reproduce the 
input vector.

The reduced dimension dataset obtained from an 
Autoencoder is considered to be a lossy compression of 
the input dataset and the objective of an Autoencoder is 
to fit the training data appropriately and therefore if the 
training sample does not adequately represent the 
larger dataset, then encoding error may be high.
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Autoencoder
Dimensionality
Reduction Process

As indicated in Data Clustering Process with ART-2 Network section, as 
part of the larger data clustering process, dimensionality of the dataset 
was reduced with an Autoencoder after clustering and the results are 
plotted for a more intuitive identification and validation of the clusters. 
This section details the Autoencoder implementation used for the 
dimensionality reduction process.

The Autoencoder is constructed with Encog Machine Learning Framework [8] as a three layer perceptron. The input layer 
neuron count reflects the dimension of the data vectors and fixed at 19 (refer Table 1 - Dataset Description). Since plotting of 
the clustered data required two dimensions, the middle layer neuron count (code generation layer) was fixed at 2 and the 
output layer count reflected the input neuron count to reconstruct the data vector and was fixed at 19.

The Autoencoder was trained with ‘Dataset A’ (refer Data Clustering Process with ART-2 Network) at error level of ‘5%’. During 
the training process it was observed that at any error level below ‘5%’ the Resilient Backpropagation did not converge. During 
the training process, it was also observed that without the bias neurons, the learning algorithm convergence did not occur.

The training dataset contained 300 data points drawn from approximately five quarters of trading data for Cipla Ltd. and 
represented the population adequately. As Autoencoder code output, the activations of the neurons of the middle layer 
(Activation 0 and Activation 1) was taken (refer Figure 4 - Autoencoder).

The below table provides the details of the Autoencoder network

Network Property Property Value

Network Architecture

Learning Type

Layer Count

Neuron Connection

Hidden Layer Count

Neuron Activation Function

Presence of Bias Neuron

Training Algorithm

Weight Initialization

Feedforward Network

Supervised Learning

3

All Connected

1

Sigmoid

Layer 1, Layer 2 and Layer 3

Resilient Backpropagation (Rprop)

Random Initialization

Input
Vector

Output
Vector

Sigmoid Transfer Function for all Neurons

0

1

2

18

...

0

1

2

18

...

0

0

1

2

18

...

0

1

1

2

18

...

Activation 0

Activation 1

Figure 4
Autoencoder



The data vectors from Dataset ‘A’ and Dataset ‘B’ was 
plotted after the clustering and dimensionality reduction 
operations for an intuitive understanding of the clusters 
and cluster stability. It was found that ART-2 network 
employed had clustered the data provided into 
distinguishable clusters of different shapes and 
characteristics. It was observed that the Vigilance 
Parameter (ρ) had a significant impact on the clustering 
operation; higher parameter values produced more 
distinct clusters, while lower values tended to produce 
more unresolved clusters, additionally; at higher 
parameter values more clusters were identified.

Figure 5 - Vigilance Parameter (ρ) = 0.9 (Dataset ‘A’) was 
obtained after plotting the Dataset ‘A’, which was 
clustered with Vigilance Parameter value set to 0.9 on 
the ART-2 network. From the plot, it is apparent that the 
network is able to cluster the data in different clusters, 
the cluster count being 5. Cluster 0, stands out quite 
distinctly, where as other clusters seems to have some 
resolution issues, especially Cluster 1, this is due to the 
fidelity of the ART-2 network.

The fidelity was adjusted by increasing the Vigilance 
Parameter (ρ), Figure 6 - Vigilance Parameter (ρ) = 0.93 
(Dataset ‘A’), was obtained by increasing the parameter 
value to 0.93. In this plot, clusters are more distinct, with 
Cluster 0 of earlier plot being fragmented to Cluster 9, 
Cluster 4 and Cluster 0 in this plot; the fidelity of Cluster 
2 and Cluster 3 has also increased. Cluster 1 is seen to 
have fragmented and its sparseness reduced with 
emergence of Cluster 7. The cluster recognition in this 
plot is seen to have improved over Figure 5 - Vigilance 
Parameter (ρ) = 0.9 (Dataset ‘A’) with recognition of 10 
clusters, however, it was observed that the clustering 
process could be still improved with higher Vigilance 
Parameter value.

Figure 7 - Vigilance Parameter (ρ) = 0.945 (Dataset ‘A’), 
was obtained with Vigilance Parameter (ρ) increased to 
0.945. At this fidelity of the ART-2 network, it was 
observed that the clusters became more distinct with 
emergence of total 13 clusters 3. The most distinct 
feature of this plot is fragmentation of Cluster 1 of 

earlier plots to more distinct clusters viz. Cluster 2 and 
Cluster 1. It will also be observed that a new cluster, 
Cluster 12 has emerged from the edges of earlier Cluster 
1 and that the other clusters identified in Figure 6 - 
Vigilance Parameter (ρ) = 0.93 (Dataset ‘A’) have 
stabilized.

The below plots adequately portray the ability of ART-2 
network to cluster the dataset into distinct clusters, due 
to the nature of the data, some randomness and noise is 
expected, however, overall the process has provided 
adequate clustering and it could be inferred that ART-2 
networks could serve as an alternate means for 
clustering of mixed dataset alongside the more popular 
methods.

Figure 8 – Clustering Plot for Dataset B, is obtained by 
clustering Dataset B (refer Data Clustering Process with 
ART-2 Network section) and it is readily observed that 
the clusters identified with Dataset A has emerged in 
Dataset B as well, from which it can be inferred that the 
cluster identification is stable and the data does display 
a cluster tendency around the clusters identified.4

Another point of observation is the performance of 
Autoencoder on Dataset B, the Autoencoder was trained 
on Dataset A with adequate representation of data5 and 
it reproduced the reduced dimensional representation 
for Dataset B, the emergence of the same clusters and 
the stability of the clusters point to a stable 
Autoencoder. From this it can be inferred that 
Autoencoders can provide an alternate means for data 
dimension reduction alongside the current popular 
methods.

It is also observed that the resolution of the clusters 
increased with increase of Vigilance Parameter (ρ) alone 
and it can be inferred that Vigilance Parameter plays an 
important role in ART-2 network’s ability to cluster data 
and this parameter is a sufficient point of adjustment for 
arriving at adequate cluster; it was also observed that in 
the above method, there is no requirement for any 
distance function or density based parameter to be 
provided.

3 In this plot Cluster 3 and Cluster 6 are not plotted as the data points were too low, with Cluster 3 data count at 2 data points and Cluster 6 data count at 4 data 
points which corresponds to 1.33% of the dataset clustered

4 The application of the clustering process on Dataset B produced 17 clusters vis-à-vis Dataset A, however, the data point count of the rest 4 clusters was very 
small, and these clusters could be result of noise and randomness in the data.

5 5 quarters of trading data of 300 data points, while the features to be recognized is 19. In general a training set of (feature set x 10) is considered a good training 
set, here 300 points have been used for training

Results, Observations & Inferences



Cluster membership count

Cluster 0 count = 65 | Cluster 1 count = 182 | Cluster 2 count = 4 | Cluster 3 count = 42 | Cluster 4 count = 7

Figure 5 - Vigilance Parameter (ρ) = 0.9 (Dataset ‘A’)

Cluster membership count

Cluster 0 count = 23 | Cluster 1 count = 144 | Cluster 2 count = 9 | Cluster 3 count = 17 | Cluster 4 count = 44

Cluster 5 count = 4 | Cluster 6 count = 9 | Cluster 7 count = 32 | Cluster 8 count = 9 | Cluster 9 count = 9

Figure 6 - Vigilance Parameter (ρ) = 0.93 (Dataset ‘A’)
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Cluster membership count
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Figure 7 - Vigilance Parameter (ρ) = 0.945 (Dataset ‘A’)

Figure 8 – Clustering Plot for Dataset B
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Conclusion
The ability of artificial neural networks with unsupervised learning is 
already recognized as a means to cluster data in research literatures, this 
paper provided a practical approach, in terms of the combination of 
mechanisms to successfully use artificial neural networks to cluster a 
dataset of mixed data attributes where there is no requirement for a 
distance function to be calculated or density based parameters to be 
used. The ART-2 neural network model provides an adequate means for 
data clustering alongside the other popular methods and Autoencoders a 
viable means for dimensionality reduction of higher dimensional 
datasets.

The paper also identified a number of areas of further enquire, in terms of 
comparison of the approach outline with the more popular clustering 
approaches; the ‘goodness’ measure of the clusters identified and the 
semantic analysis of the clusters to identify its properties.
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